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Abstract 
 

For biomedical research, the most important parts of an 
abstract are the result and conclusion sections. Some 
journals divide an abstract into several sections so that 
readers can easily identify those parts, but others do not. 
We propose a method that can automatically identify the 
result and conclusion sections of any biomedical 
abstracts by formulating this identification problem as a 
sequence labeling task. Three feature sets (Position, 
Named Entity, and Word Frequency) are employed with 
Conditional Random Fields (CRFs) as the underlying 
machine learning model. Experimental results show that 
the combination of our proposed feature sets can achieve 
F-measure, precision, and recall scores of 92.50%, 
95.32% and 89.85%, respectively.  
 
1. Introduction 
 

The number of biomedical publications now available 
to researchers is overwhelming. In recent years, there has 
been a great deal of activity in the field of biomedical text 
mining, and a range of text-mining applications have been 
developed to facilitate research conducted by biologists 
and database curators [1-3]. These tools perform functions 
like recognizing named entities or identifying 
relationships between entities. Generally, such 
applications analyze the entire abstract, without 
distinguishing the introduction from the method, the result 
or the conclusion. However, in the biomedical field the 
result and conclusion sections of an abstract usually 
describe the true contribution of a paper. Therefore, it 
would be advantageous to distinguish them from the other 
parts of the abstract so they can be extracted for further 
text mining, and thereby help researchers to quickly focus 
on new findings and the contributions presented. 

Since most journal formats do segment abstracts, we 
must develop a method to split abstracts into different 
sections based on linguistic features. In this work, we 
introduce a machine learning (ML) based method to 
identify the result or the conclusion section automatically. 
For convenience, we will refer to the result and 

conclusion sections as the “result section”. We have 
chosen to use the Conditional Random Fields (CRFs) [4] 
ML model because it relaxes independence assumption 
and it performs better than other ML models [5].  We also 
propose three feature sets, position, named entity and 
word frequency, which can effectively identify whether 
sentences belong to the result section or not. 

To evaluate our proposed methods, we selected the 
training and test data from a controlled source namely 
hypertension-gene relation articles. Biologists with many 
years experience in hypertension research helped us 
annotate the controlled articles with the result section 
boundary. We conducted seven experiments on this 
corpus to evaluate the proposed feature sets and the 
combinations of them. 

The remainder of this paper is organized as follows: 
Section 2 contains a review of related works. In Section 3, 
we describe the CRFs and our proposed feature set. 
Section 4 reports on the experiment results. In Section 5, 
we discuss why Position + NE feature is better than 
Position, NE, or WF feature individually and explain how 
these features work. Then, in Section 6, we summarize 
our conclusions. 
 
2. Related Work 
 

Several result identification approaches have been 
proposed. For example, Ruch et al. [6] used the Bayesian 
classifier with word and position feature, which achieved 
an F-score of 85% in identifying the conclusion section of 
abstracts.  

Lin et al. and Wu et al. [7, 8] proposed using the 
generative model, namely a hidden markov model 
(HMM), to analyze structural abstracts. Lin et al. [7] used 
generated bigram language models for each section using 
Kneser-Ney discounting and Katz backoff. Their system 
achieved an F-score of 89.8% for result section and  
89.7% for conclusion section. Wu et al. [8] proposed a six 
steps of learning process to train a collocation classifier 
and achieved 80.54% precision.  

Yamamoto et al. [9] developed a system to classify 
sentences in abstracts into sections. They trained a linear- 
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Support Vector Machine (SVM) classifier with features 
such as unigram, subject-verb, verb tense, relative 
sentence location, and sentence score (i.e., average TF-
IDF score of constituent words). Their method achieved 
F-Score of 87.2% and 89.8% for result and conclusion, 
respectively. 

Shimbo et al. [10] used SVM to classify sentences 
represented by words, word bigram, and contextual 
information and reported 91.9% accuracy. 
 
3. Method 
3.1. Formulation 

 
In the result identification problem, we regard each 

sentence in an abstract as a token. Each token is 
associated with a tag that indicates whether or not it 
belongs to the result section and its location within the 
result section, that is, B-RS, I-RS, and O. The first two 
tags denote, respectively, the beginning token and the 
following token of the result section; the last tag indicates 
that a token is not part of the result section. This problem 
can then be formulated as the problem of assigning one of 
three tags to each token. 
 
3.2. Conditional Random Fields 
3.2.1. The Model 
 

CRFs are undirected graphical models trained to 
maximize a conditional probability [11]. A linear-chain 
CRF with parameters Λ={λ1, λ2, …} defines a conditional 
probability for a state sequence y = y1 …yT  given an input 
sequence x = x1 …xT  to be 
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where Zx is the normalization that makes the probability 
of all state sequences sum to one; fk(yt-1, yt, x, t) is often a 
binary-valued feature function and λk is its weight. The 
feature functions can measure any aspect of a state 
transition, yt-1→yt, and the entire observation sequence, x, 
centered at the current time step, t. For example, one 
feature function might have value 1 when yt-1 is the state 
B-RC, yt is the state I-RC, and  is 1st position. Large 
positive values for λk indicate a preference for such an 
event; large negative values make the event unlikely. 
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can be efficiently determined using the Viterbi algorithm 
[12]. 

The parameters can be estimated by maximizing the 
conditional probability of a set of label sequences, each 
given their corresponding input sequences. The log-

likelihood of a training set {(xi, yi):i = 1, …, M} is written 
as: 
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To optimize the parameters in CRFs, we uses a quasi-
Newton gradient-climber BFGS [13] 
 
3.2.2. Feature Set 
 

In this section, we now describe the features used in 
the proposed approach, namely position, named entity 
(NE), and word frequency (WF). 

 
Position Feature 
 

The relative position of a sentence in an abstract is an 
important feature because the result section is often 
described at the end of the abstract. Therefore we have 
designed a position feature to represent the sentence’s 
position, which can be calculated by the following 
equation: 
 

P݂୭ୱ୧୲୧୭୬ሺݏ, ܵሻ ൌ 
ݎݐ݂ܿܽ ݀݁ݖ݈݅ܽ݉ݎ݊ ൈ ݏ

ܵ
ඈ , 

 
where s is the sentence’s position in the abstract, and S is 
the total numbers of sentences in an abstract. In this work, 
we use a normalization factor of 10 to adjust range of the 
feature value. By taking ceiling, we discriminate the value 
of fPosition into an integer ranging between 1 and 10. 
 
NE Feature 
 

Since the title can be treated as the summary of an 
abstract, it may contribute some information related to the 
result passage. Named entities (NE) of the title could 
provide such information. In our work, we first employ 
our NE recognizer, NERBio [5], to extract NEs in the 
sentence of the title and the current sentence. Then, two 
sub-features are designed to represent how many NEs are 
shared in these two sentences. The first is fbNE, which is a 
binary feature defined as fo  llows:
 

݂ோሺሼܰܧ௦ሽ, ሼܰܧ௧௧ሽሻ ൌ ൜1, ሼܰܧ௦ሽ ת ሼܰܧ௧௧ሽ ൌ 
0, ሼܰܧ௦ሽ ת ሼܰܧ௧௧ሽ ൌ  , 

 
where {NEs} is the set of NEs in the current sentence, and 
{NEtitle} is the set of NEs in the title. For example, if “IL-
2” both exists in the title and current sentence, the value 
of fbNE will be 1, otherwise 0. The second, fNE, is the 
number of appearance of shared NEs in the current 
sentence. 
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WF Feature 
 

This feature is designed for evaluating the importance 
of a word in the result section. Under our approach, a 
word’s importance is defined as the ratio of its frequency 
in the result section over its frequency in the other 
sections. Therefore, we use this ratio to select the most 
important words. The ratios of all words are calculated 
based on the training set. For example, “significantly” 
appears 3,514 times in the result section but only 36 times 
in the other sections. Thus, its ratio will be 98.99% (3,514 
over 3,550). All words with ratios higher than 80% are 
put in the candidate list, which our in-lab biomedical 
researchers examine manually to remove unimportant 
words. 

On our candidate list, the top ten important words are 
“conclude”, “significantly”, “showed”, “resulted”, 
“pronounced”, “statistically”, “significant”, “higher”, 
“decreased”, and “similar”, as shown in Table 1. 

 
Table 1. Important words. 

Word Only in Result 
(times) 

In abstract 
(times) 

Ratio 
(%) 

conclude 99 100 99 
significantly 3514 3550 98.99 
showed 1036 1064 97.37 
resulted 173 178 97.19 
pronounced 132 136 97.06 
statistically 381 400 95.25 
significant 2607 2746 94.94 
higher 2542 2678 94.92 
decreased 1265 1337 94.61 
similar 1065 1165 91.42 
 
4. Results 
4.1. Datasets 
 

Several biomedical researchers select approximately 
six thousand PubMed abstracts related to hypertension 
and gene as our biomedical corpus. To evaluate the 
performance of our system, we randomly selected two 
thirds of the abstracts as the training set and used 
remaining as the test set. Table 2 shows the two datasets.  
 

Table 2. Hypertension-gene relation corpus. 
Dataset Quantity 
Training dataset 3808 
Test dataset 1903 

 
After preparing the corpus, our biologists manually 

labeled the result section for each abstract in the corpus. 
 

4.2. Experiment Measurement 
 

We use three measurements, precision, recall, and F-
Measure, to evaluate the performance of our result 
identification system. The metrics are defined as follows: 

Precision ൌ  
Predicting Result ځ True Answers

 

Predicting Result
 

 

Recall ൌ  
Predicting Result ځ True Answers

True Answers  
 

F‐Measure ൌ  
2 ൈ Precision ൈ Recall

Precision  Recall  
 
4.3. Experiment Design and Result 
 

We design seven configurations to assess the 
effectiveness of each feature type and compare the 
performance of the following feature combinations: NE + 
WF, Position + NE, Position + WF, and Position + NE + 
WF. Table 3 shows the evaluation results. 
 
Table 3. The evaluation results. P stands for Precision, R 
stands for Recall and F stands for F-Measure. 

Feature Set P (%)  R (%)  F (%)
Position 87.08  93.06  89.97
NE 97.85  60.42  74.71
WF 94.23  65.30  77.14
NE + WF 94.36  65.21  77.12
Position + NE 93.16  87.01  89.98
Position + WF 94.89  88.68  91.68
Position + NE + WF 95.32  89.85  92.50

 
As shown in Table 3, configurations with single NE 

and WF features yielded comparatively low recall and F-
Measure scores. This demonstrates that the Position 
feature is the most effective feature both for precision and 
recall. We observe that the NE and WF features only 
achieve comparatively high precision rates. Moreover, 
combining the Position feature with NE or WF improves 
the precision rate substantially (6.08% for Position + NE 
and 7.81% for Position + WF), without hurting the F-
Measure too much. 

In our experiment, the best result was obtained by the 
combination of the three proposed feature sets, Position + 
NE + WF. It achieved F-measure 92.50%, Precision 
95.32% and Recall 89.85%. 

The best result of our experiment is the combination of 
the proposed three feature sets, Position + NE + WF. It 
achieves F-measure 92.50%, Precision 95.32% and Recall 
89.85%. The result shows our proposed feature sets could 
effectively identify sentences belonging to result section.  
 
5. Discussion 
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In this section, we discuss the effects of three feature 

sets to justify our experimental results and compare 
Position only with Position +NE. Finally, we explain why 
we choose CRFs as our ML model in more detail. 
 
5.1. The effects of Position, NE, and WF 
5.1.1. Position 

 
Since the structure of biomedical abstracts is fairly 

uniform, the position feature is the most important feature 
for result identification. However, in some special cases, 
the position feature alone cannot correctly disambiguate 
the result section. For example, two abstracts may contain 
different numbers of sentences in total, and their result 
sections may also contain different numbers of sentences. 
These differences affect the position feature’s prediction 
capability slightly; hence, we need to incorporate more 
features, such as NE and WF, into our CRF model. 
 
5.1.2. Named Entity and Word Frequency 

 
These two feature sets have the same characteristic in 

that when sentences in an abstract have frequent words 
(or NEs that also appear in the title), WF (or NE) feature 
will be enabled; otherwise it will be disabled. We design 
these two features, which should only be enabled in the 
sentences of the result section. Therefore, if the title’s 
NEs do not appear in the result section, the NE feature 
would be useless. For WF, it has the same condition.  

Our experiments show that when NE (or WF) feature is 
enabled, the proposed method yields a high precision rate 
of 94.23% for WF and 97.85% for NE. However, they 
both suffer the low recall because in our corpus (contains 
abstracts), not all sentences from result sections of 
abstracts have NEs or frequent words. This explains why 
low recall is. 
 
5.2. Position + NE v.s. Position only 
 

In our test set, the abstract (PMID: 18269635) has a 
sentence “…, we have focused on the potential 
vasculoprotective effects of both IGF-I and IGFBP-1.” in 
the result section with a NE, IGF-I. The title of the 
abstract “The role of IGF-I and its binding proteins in the 
development of type 2 diabetes and cardiovascular 
disease.” also has the same NE. The evaluation result 
showed that only applying Position feature will lead to 
identification error. We explain the reason via the 
following example. 

Two abstracts have the same total number of sentences, 
but one has six sentences in result section and the other 
has four sentences. This case may lead CRFs to identify 
incorrectly because the CRFs only depend on the 
distribution of the Position feature and the boundary tag 

in training data, as mentioned in Section 5.1.1. However, 
after introducing the NE feature, our system has more 
information to determine whether the sentence is in the 
result section. In our example, the sentence contains an 
NE that also occurs in the title; thus, the CRFs can 
successfully identify the sentence in the result section. 
 
5.3. CRFs v.s. Other ML Models 
 

In this section, we explain why we choose the CRFs as 
our ML model. 

One way to solve the section identification problem is 
to use the classifier-based approaches, such as Support 
Vector Machines [14] or Maximum Entropy [15]. In these 
approaches, we can take each sentence as a tag class. For 
result section identification, we can use the training data 
to train a binary classifier and apply it to determine 
whether each sentence belongs to result section. However, 
there are some problems in this approach. The most 
obvious flaw is that using a binary classifier to process all 
the sentences in an abstract causes the identified result to 
become segmented into many pieces. Therefore, we need 
a classifier that can assign a class to each sentence in 
sequence. 

The left-to-right classifier may resolve this problem. 
When classifying each sentence we can rely on features 
from the current sentence, and the output of the classifier 
from previous sentence. While this technique seems to 
solve the problem, it makes a hard decision about each 
sentence before moving on to the next sentence. Hence, 
the classifier is unable to use information from subsequent 
sentences. 

The Maximum Entropy Markov Model (MEMM) [16] 
is an augmentation of the basic ME model that 
incorporates the Viterbi algorithm into ME. MEMM 
addresses the problem of Hidden Markov Models (HMM) 
[17] in that HMM lies in data sparseness problem and it 
inappropriately uses a generative joint model to solve a 
conditional problem as described by Tsai et al. [5]. 
However, MEMM still has a label bias problem: the 
Markov assumptions make the transitions of MEMM 
leaving a given state compete only against each other, 
rather than against all other transitions in the model [5, 
11]. Therefore, we use the CRFs model introduced by 
Lafferty et al. [11] to avoid the label bias problem and 
propose the formulation describing in Section 3.1 to 
transform the section identification problem into a 
sequential tagging problem which can be solved by CRFs. 
 
6. Conclusion 
 

The result and conclusion sections are an important part 
for biomedical research. In this paper, we utilized 
conditional random fields (CRFs) and three proposed 
feature sets to solve the result identification problem. Our 
experiments showed three important results. Firstly, we 
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showed the position of the sentence is the most important 
feature for result identification. Secondly, we demonstrate 
that the named entities (NEs) information of the title can 
be incorporated into the ML model to further improve the 
precision. Finally, the selected words which frequently 
appeared in the result section can help the ML model 
identify the result section better.  

In the future work we plan to (1) Add more features to 
improve the current model. (2) Apply this methodology to 
different field, not just biomedical field. 
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